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: o CHAPTER I. INTRODUCTION

With the development of modern high-speed, large-capacity computers, in-

- - creasingly more complex experiments are now being conducted in biomedical re-
search. New experimental procedures and techniques are being developed as
computers take over more of the experiment control functions. With the com-
puter closing the loop between the experimenter and the experiment, the problem
of efficient operations becomes more acute. Higher speeds and larger capacities
do not by themselves lead to improved experimental performance; it is essential
that the requirements of the research be matched by the computer equipment and
techniques to be utilized. A fundamental study of the multidisciplinary aspects
is required for effective computer applications to biomedical research.

- - This report presents one such study and its application. It is based on
the computer support activities of the SEL facilities in the Biotechnology

toon Division*, for ongoing research in the Life Sciences Division*. Following a

- o section on the background for this project, a theoretical study of some aspects

Lo of biomedical research is presented and a multilevel computer system is designed
for interactive experimentation. . The discussion is general in scope, and is
followved by a section on its application to an experiment in the Human Perfor-

~mance Branch¥,

RPIELL
.

CHAPTER II. BACKGROUND

'

2.1 Ongoing,UtiliEation. The project commenced in June, 1970, with a survey
, of the SEL facilities and the experiments utilizing them. The equipment con-
I sidered for this project included:
. 1) the SEL 840 MP computer;
: 2) Calcomp XY (incremental) plotter;
- . 3) Varian STATOS V (electrostatic) plotter;

{ P 4) Peripheral equipment such as paper and magnetic
P tape units, card reader, line printer, etc.;

i 5) . Other equipwent, such as the SEL 816 CRT - Light-
pen unit, Evans and Sutherland Dynamic Display
System (1971).

The laboratories then utilizing these facilities included:

E H
b _ ) ‘ 1) Man Machine Integration Branch, Vision Laboratory;

2) Environment Control Branch, Environmental Leboratory;

c _ 3) BRiomedical Research Branch, Thermoregulation and Cardio-
vascular Research Laboratories.

o

at NASA-Ames Research Center, Moffett Field, California.
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- 5.2 SEL 840 MP Operating Modes. Access to the timeshared SEL 840 MP computer
cen be in either 'Foreground' or "Rackground" modes. The Foreground mode con-
cists of the direct inputs to the computer (of data from the laboratories). A
system of priorities is incorporated into the SEL 840 Operating System software
and teletype links are utilized by the laboratories for input commands. The
Background mode consists of any external inputs to the SEL computer from its
peripherals. In operation, the Foreground mode is dominant ; Background mode
processing can be interrupted to accommodate Foreground processing automatically

by internal eircuitry.*

: 2.3 Laboratory Connections. The 1aboratories have highly automated instrumen-
' tation such as the Vidar system in the Thermoregulation Laboratory. Some lab-
P oratories utilize a small on-site computer, such as the Man lachine Integration
- Branch PDP-8. Direct lines connect each laboratory to the SEL facility, where
incoming data undergoes signal conditioning before computer input can occur. In
addition, a teletype link is provided between the SEL facilities and the labora-
tories for signaling between the experimenter and the computer. The general pur-
pose computer facilities of the Computation Division (Puilding 233) are also

i utilized for detailed off-line analyses; & new SEL 840 - IBM 360 intertie for

- direct data transfer was being considered. (At this stage, this study vas in-
itiated as "A Joint Projcct for the Tnvestipation of the Utilization of the SEL
840 MP Facilities in Connection with Biomedical Research".)

2.4 The Human Information Processing Laboratory. In order to develop an ex-
tensive computer support system for applications to biomedical research, one
particular laboratory was selected forespecial study. This was the Human In-
formation Processing Laboratory in the Human Performance Branch. Psycho-
physiological experiments were being conducted here by Dr. L. J. Leifer, in re-
! search on human decision making. The laboratory consisted of an isolation tooth
=~ for subjects, and highly automated instrumentation for Stimulus-Response measure-
ments of biopotentials, such as EEG, EMG, EOG, and evoked potentials. A LINC-8
i computer was utilized on-site as the main processor, and special devices, such
— as the Computer of Averaged Transients {CAT), were available. Data acquisition,
display and recording were performed by an AmpeX DAS 100 system consisting of
integral units for 12 channel signal conditioning and recording, and 4 channel

oscilloscopic display.

—

% P Experiments were being conducted before our project started, and increased
i computer support was deemed necessary. This particular laboratory was selected

'f for our study because of the complexity of the experiments planned, for which the
system to be designed would find a direct application. In addition, the system
could itself be flexibly designed so as to gllow for improvements to be made as

it developed, especially in the area of display equipment and techniques. Finally,
the experiment provided an opportunity to develop and utilize new interactive
procedures, so that the system designed could possibly find applications in other

areas of biomedical research.

|r'mw- W“
..

< _ . . . -
The SEL Realtime Monitor reference manual (6) defines the modes in the glos=
sary (pg. A-1) as: Foreground Program: A program which is activated by a 7
prior%ty interrupt. The program may be resident or may be in load module
f?rm in secondary storage. Background Program: A program whose execution is
directed by a Job Control statement rather than an interrupt. |
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2.2 The STATOS V Electrostatic Plotter. The STATOS V electrostatic plotter

in the SEL facility was an item of interest for this project. The basie prin-
ciples of operation are outlined with the aid of Figure 1.A "comb" structure

of 102k "pens" (10 inch length) is fixed above the surface of specially treated
paper. Writing is accomplished by connecting a high voltage to the required
pens, which transfers a charge to corresponding points on the surface of the
paper as it is moved past the comb by the paper drive mechanism. When the paper
moves through the toner bath, ink particles are attracted to the charged areas,
and are seen as black marks on the white paper. By actuating more than one pen
in an area, a cluster of marks is obtained, which provides some "shades of grey"
capability for this display device. All the pens are directly addressable, and
the number, position, and scaling (or channels) can be software controlled.

This plotter can generate multichannel displays much faster than conventional
plotters using servo-driven-pen mechanisms.

Comb Structure withi

1024 Pens
/____._} Display Output

FIGURE 1. Electrostatic Plotter
Possible Display

s

Dryer

Toner Bath

Mean Value

\

+ 1 S5.D. Envelope
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CHAPTER III. THEORETICAL DEVELOPMENT

3.1 Research Procedure. The progress of experimental research follows an
iterative process consisting of a succession of stages. An hypothesis is made,
an experiment is performed, and the results are analyzed to modify the initial
hypothesis, thus completing one such stage. Research in the life sciences in-
volves the study of a large number of interacting variables, and hence the ex-
periment phase is broken down into several "runs" concerning one variable at a
time. Each run consists of many repeated "trials" of parameter measurements,

A run may consist of a hundred repeated trials, the data from which is statis-
tically analyzed to obtain a "typical" response for the measurements. Different
parameter combinations are observed in different runs of the experiment; this
information is then studied in the analysis phase of the research.

3.2 Experimental Data. In complex experiments, data are available at differ-
ent "levels" as follows. These have different characteristics and data pro-
cessing requirements; and the information obtained is utilized for different
purposes. Initially, the measurements of raw data are observed primarily for
the nature and accuracy of the response itself. Incoming signals are filtered
for an acceptable range and values outside this range of parameters are dis-
carded. At the end of a run, the many repeated measurements are analyzed with
preliminary statistical tests to obtain typical patterns and distributions.

The combination of parameters is changed, other trials are conducted, providing
data for different runs. Vhen several runs are completed, the data is studied
with further statistical analyses to determine correlations among the variables
isolated in the different runs. Finally, the information collected at the end
of the experiment is analyzed in detail so as to evaluate the initial hypothesis,
thus completing one stage of experimental research.

3.3 Interactive Experimentation. In many experiments involving several inter-
connected variables, the outcomes vary with the combination of parameters sel-
ected. TFor example, the inclusion of or exclusion of feedback paths for a var-
iable provides two different outcomes. When these effects are not clear in
advance, it becomes very desirable to allow for the experimentor to interact
with the experiment. The results of utilizing a certain combination of para-
meters are noted as they occur, and the combination can then be altered for
best results before any erroneous or undesirable effects become deeply embedded
in the experimental procedure or data collected. Without this provision, the
experimentor would have to complete an entire stage, making some unnecessary
measurements and analyses before the best combination of parameters is obtained.
This complex and time consuming procedure may not allow for the examination of
more than one variable at a time, and some interactions may not be observed at
all. From the discussion in 3.2 above, the best point for the inclusion of
capabilities of interaction is at the end of a run, when data from a combination
of parameters is obtained. The flow of information is modeled in Figure 2.
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3.4 Man-Machine Communications. Communications in Man-Machine systems con-
sists of signals from man to machine via controls (which are relatively stand-
ardized), while for the return path, machines communicate to man via displays,
wvhere there is much room for variation. Apart from the obvious choice of
channel itself (i.e., visual, audio), the nature of the display in terms of
form and complexity can be varied (for example, graphs, mathematical symbols,
etc.). The human brain has the capacity for extensive pattern recognition
functions which can be used to advantage for input data interpretation. Thus,
for instance, when some accuracy can be traded off for a large increase in
speed, data input to man should be in the form of a graphical display instead
of detailed printouts of actual numerical values. Also, information on trends
and distributions is more readily received from graphical displays, which are
thus useful in interactive experimentation. The system designed should be
flexible to allow inclusion of other human factors [1] that may prove to be
useful.

,4._ MODIFICATION )

(:YHYPOTHESIS ) : (  AwALYSIS )
\\\\ —————— (EKPERIMENTAT::§~~—~~—~4“//r

Experiment Seiection Feedback

Run Condition Feedback f

,f/””/////v-<:;VTRIAL ::::>

Trial Control Feedback ¢ |
i \ -
. (jMEASUREMENTs ) ;

Experlment Phase Detail

e . — —— J— o [E— e

FIGURE 2. Information Flow Within a Stage of Experimental Research
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CHAPTER IV. SYSTEM DESIGH

B;};ﬁﬁgggizgments. The system designed must meet the experimental requirements
in the areas of experiment control, and data acquisition, analysis and display.
Experiment control functions differ with each experiment, and include stimulus
selection and presentation, response acquisition and display, and the generation
of control signals to the instrumentation, recorders, etc. The task of data pro-~
cessing begins with the acquisition of raw data measurements. The different
cheracteristics seen in 3.2 can be grouped into three levels, with the auvtomated
instrumentation included as a sublevel in the first level. At the laboratory,
simple control signals provide the stimulus, and a direct oscilloscopic display
is sufficient for the initial range setting and calibration of instruments. At
the first level, the measurements are digitized to obtain trials data, continu-
ously and in real-time; the memory and processing requirements are not large,
since experiment control programs and response data can be stored on magnetic
tapes. Processing includes Analog to Digital conversion, data checking, tabu-

lation, and some calculation such as averaging. A digitized display of the
averaged response is provided on a CRT.

Data processing at the second level is required at the end of each run.
This includes formating, processing a large data base with elementary statisti-
cal tests, and providing high. speed graphic displays. A medium sized computer
is required for short durations periodically during the course of the experiments.
Third level data processing requirements occur at the end of a series of runs;
detailed statistical analyses are performed to determine correlations among the
trial variables. Also, at the end of the experiment phase, the data is analyzed
to evaluate the initial hypothesis and make modifications, for further research.
A large capacity, general purpose computer is requirea; the utilization is off-
line, but a high speed machine is required to perform the detailed anayses and

provide printouts.

’

4.2 Egquipment Selection. The data processing tasks for the three levels could
be performed by one central computer; but this would hamper the progress of the
experiment, which must then be interrupted at each level for the data processing
to occur. Three similar machines for the three levels would be an inefficient
allocation, since each level has conflicting requirements of timing, and dif-
ferent requirements for computer capacity and speed. Thus the system designed
should utilize three different machines in an optimal configuration to meet the

total requirements, as follows.

The first level requirements are met by a small (8 X core, 16 bit word)
computer, dedicated to a particular experiment. A CRT display of digitized
data is sufficient, and software is in machine language since the programs for
a particular experiment are not general purpose routines. For the second level,
a medium sized (32K core, 32 bit word) computer is timeshared among other first
level computers in the research center. Displays include high-speed graphic
hardcopy devices, such as incremental as well as stripchart types. Software is
largely in assembly language, with some possibilities for using simple general
purpose routines in FORTRAN, etc. The third level requirements are met with a
large (100K core, 6k bit word) high-speed, general purpose computer, with ex-
tensive Fortran routines and assembly language programs possible in its library.
Displays are required of detailed calculations, largely in the form of hard-
copy graphs and printouts for permanent records. Table 1 summarizes these cri-

teria and equipment characteristics.
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Figure 3. Proposed Multilevel Configuration.
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Note: . . . . . indﬁcates data paths

indicates experimenter interaction paths

4.3 Proposed Multilevel System. TFigure 3 shows a model of the proposed multi-
level system for interactive experimentation. In operation, the experimenter
first calibrates the equipment in the laboratory, and begins repeated trials.
The first level computer receives the incoming data continuously; the trials
data are checked, digitized, stored, and displayed on the digital CRT. At the
end of a run, data is transmitted to the second level computer, which performs
tasks of formating, elementary statistical testing, and display on high-speed
graphical equipment. The information displayed here can be the basis for a
decision to rerun portions of the experiment, make changes in the parameter
combinations, etc., in an interactive experiment. When data from several runs
of an experiment is obtained, it is analyzed in detail off-line, at the third
level computer, to determine correlations. The experimenter now has another
point for interaction; additional runs may be conducted to study some parameters
as suggested by the data obtained. Finally, theoretical analyses for the anal-
ysis phase of the research can be performed, utilizing the routines avallable at
the third level computer software library.




CHAPTER V. APPLICATION TO HUMAN FACTORS RESEARCH

5.1. System. Computer support for experiments conducted by Dr. L. J. Leifer
in the Humen Information Processing Laboratory, is provided by a system as
described in 3.4 above. Automated instrumentation (Ampex DAS 100) and an on-
site computer (LINC-8) are in use at the laboratory, to provide first level
data processing capabilities.. The SEL facilities are utilized for second
level data processing, and the IBM 360 in the Computation Center (Bldg. 233)
provides third level processing facilities. These three computers and other
equipment are utilized in the configuration shown in Fig. L,

SUBJECT ISOLATION BOOTH
AMPEX DAS 100 INSTRUMENTATION

F-M ANALOG TAPE OSCILLOSCOPE |-—| LABORATORY
l LINC 8 |}— CRT |—— -
* | Dedicatedj—— {Keyboard |-———= First Lé%%g
REMOTE : y :.*A"
DATA l
UNIT 7
Paper Tape
N\
J
SEL 840 MP |-+ CALCOMP |——>
b o> (Second Level]
7 Timeshared }—={STATOS V }—> -

(:%aghetic Tapéj)

IBM 360 |—>| Plotter |——
Third Level
Off-Line|—>| Line Printer|—|

Fig. 4. Computer System for Human Information Processing Experiment
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5.2. Experiment Description. In the current probability learning studies, a
typical experiment run is composed of 500 trials. Fach trial 1s structured
as follows:

1. A "9" is displayed to the subject indicating that he should
predict which of four possible visual stimulus characters
he expects to see next.

2. The subject enters his prediction by pressing one of four
buttons within 1-1/2 seconds of the "?" display onset. A
prediction entered at any other t{ime is scored as a mistrial.

3. A lower-case version of the predicted stimulus character im-~
mediately replaces the "?" and is displayed for 2 seconds.

4, At the end of this 2-second expectancy interval (ISI) an
upper—-case version of the stimulus character, actually next
in the computer controlled sequence, is displayed for 0.2
seconds.

5. At the end of this character display the screen is blanked
(leaving only the oscilloscope grid as an aid to visual fix-
ation).

6. A "randomized" inter-trial interval (ITI) of 3 to 6 seconds
separates successive trials.

The trial sequence, and its corresponding average evoked potential (AEP),
are presented in Fig. 5. The AEP measures currently used are also shown; the
baseline formed by thc mean voltage level for a one-second period preceding
the trial. During the expectancy interval the maximum negative excursion and
the integrated negativity are taken as measures of contingent negative varia-
tion (CNV) [3]. Following the stimulus character the maximum positive excur-
sion and the integrated positivity are taken as measures of the P300 [4]. The
CNV and P300 have been associated with expectancy, attention, motivation, and
information recognition. These hypotheses are tested on subjects whose task
is to learn Markov probability structures for the four visual stimulus charac-
ters. )

5.3. Processing Configuration. The experiment control system (Fig. 5) is de-
signed around a small computer, the LINC-8, dedicated to providing event tim-
ing, stimulus display, and behavior scoring, and "bookkeeping'; these tasks
saturating its real time capabilities. Two "bookkeeping" functions during the
experiment are as follows: First, trial identification markers are transmitted
to the analogue tape recorder for each trial, consisting of pulse amplitude
modulated characters in a 24 bit code. One marker preceeds each trial and con-
tains the trial number and subJect identifier. A second marker follows the
trial and contains the subject's prediction, reaction time, and actual stimulus
character. These three variables and an alpha frequency-band estimate of the
subject's attentiveness are considered to be the measures of behavior and are
stored digitally on the system disk. The digital record is subsequently used
to identify trials in which specific behavior patterns have occurred. The num-
ber of a selected trial goes into an acceptance table for off-line selective
A/D conversion.
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Data processing and analysis are assigned to three different processors
(Fig. 4). The LINC-8 is the original processor and most of the tasks were
first executed on that machine. Subsequent availability of larger machines
has lead to a transfer and expansion of these tasks, yet no one computer is
appropriately assigned to perform all tasks. The most desirable arrangement
has been a complementary mix of these systems. Table 2 briefly identifies
the current task allocation. This overall system has not been optimized, but
each step in the development has reduced the time delays between conceptuali-
zation, implementation, and review of experimental results. The approach has
proved to be satisfactory and its full potential in a wide variety of psycho-
physiological research is being investigated and developed.
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CHAPTER VI. SEL FACTLITIES UTTLIZATION AND RESULTS

6.1. The decision to utilize the SEL facilities in connection with the re-
search in the Human Information Probe581ng Laboratory was made in June, 1970,
after a survey of the ongoing research. The interconnection requirements were
studied, and cables linking the laboratory to the SEL facilities were installed
in July. It was decided to specify a flexible interconmnection unit which could
be moved to another laboratory if required. Thus, the Remote Data Unit was
specified, and it was buillt by the Instrumentation Division in December. Simple
statistical tests such as averaging and confidence estimation, and display de-~
vices such as the STATOS V plotter were studied for application to Dr. Leifer's
experiments; a trial method was developed and reported in November, 1570. Dur-
ing 1971, some aspects of the research method were studied for the design of an
interactive computer system, and two other reports were published in September,
1971, on system design, and displays. (These are listed in PUBLICATIONS, p. 21
of this report). Partial implementation of the system then continued beyond
the SEL facility, utilizing the IBM 360 for statistical analysis. Experimental
data from the leboratory LINC-8 (on paper tapes) were processed at the SEL fac-
ility, and the results reformatted (onto magnetic tapes) for further processing
at the IBM 360 computer. Here the data (from the magpetic tapes) was analyzed
using a BMD routine [5], providing a printout of linear correlation analysis,
in January, 1972. (See pgs. 16, 17, and 23 for typical results).

6.2. Display Fvaluation:Ennipment. Displays were investigated Turther, and it
was found that the STATOS V model in the SEL facility had some drawbacks for

our application. It was designed lo operate in a manner similar to a strip=-
chart, placing the burden of data coding, channel formatting, and timing on the
(SEL ShO) computer. Operoting in the Background mode, only the writing circuits
would be interrupted by the Foreground; the paper drive mechanism continued to
advance the paper, thereby disrupting the scale on the longitudinal axis. (The
plotter did have a discrete-step feature, but it required commands from the com-
puter at special intervals; this would create yet another load on the SEL compu-
ter). Further, the high resolution pens caused displays of single events to
appear as very fine dots, spaced apart (Fig. 7). To obbain a visible continucus
plot, several adjacent pens must be activated in a cluster; this would again im-
pose on the SEL computer. These factors together reduce the applicability of
the STATOS V to the presentation of final display graphs, using pre-formatted
data played back from magnetic tapes. Hence, other graphical display methods
were investigated in March, 1972.

6.3. Display Evaluation;Technigues. At the University of Santa Clara, Depart-
ment of Electrical Engineéring and Computer u019nce, an IBM 1130 compufgr was
used to model the SEL 840 function as the second level computer for the purpose
of generating displays for interaction, on a Calcomp inéremental plotter. In-
put data at the IBM 1130 was subjected to formatting, averaging and Stwtjsthul
testing; graphical displays were obtained on the incremental plotter., Thes
graphs displayed the computed mean value with a * 1 sta ndard deviation envelope
of the AEP. The actual values were listed in & prlntout initially, but they
were not required; instead, the calculated value of the standard deviation at
each time interval was printed under the main graph. At first simple lines on
either side of the mean value graph displayed the envelope. A "high-low" plot
with connecting line segments was tried and found to be more suitable for vis-
uwal interpretation; the relative spread of data values at a point could be ob-~
served displayed without overshadowing the graph of the graprh of the mean value.
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L1¢2-CZ  EWAVE/TRIAL BLOCK

LINCOR

LINEAR CORRELATION

NO. OF DATA POINTS= 9

NO. X Y

+1 -5 1

+2 -18 2

+3 -17 3

+h -13 &

+5 -8 5

+6 -15 6

+7 -9 7

+8 ~12 8

+9 -5 9

SUM X=-@.1020@¢@E+3 SUM X S@g=+@-13460¢E+k

SUM Y=+@.L5@@@p@r+2 SUM Y S@=+@-285¢¢0E+3

SUM XY=-@.478¢@3E+3

MEAN S= ~-@,113333E+2 MEAN Y= +{.5¢08¢@E+1
" SIGYA X=+@.L487339E+1 SIGMA Y=+§.273861E+1

R=+§.2997TTE+

N=+9

REGRESSION Ef
Y=+F.168421E+{ X=+@.69¢8TTE+L
SeE-=+0.261272E+1

TABLE L4 - Results: Printout From IBM 360 Computer

17



lv L L

18

Values for the Coefficient of Variation were computed, but for display they
had to be numericslly inverted; low values in the denominator of the function
caused the graph to exceed the scale unexpectedly, and these excursions had no
experimental significance.

A new index proposed in our first paper was tried - the actual number of
data measurements that occurred within the + 1 Standard Deviation envelope.
These values were displayed as a graph, under the main data plot. When this
index graph was compared with four different runs, a variation was observed.
The index was generally higher for a run of "Astute, Correct” trials than for
"Unastute, correct", during the Inter Stimulus interval. The significance of
this could not be determined before this project concluded; (the work was de-
layed by the need to transcribe data from LINC-8 paper tapes to IBM cards, via
digital magnetic tape at the SEL and Computer Center facilities).

Fig. 8 shows the copies of these displays obtained in August, 1972, at the

conclusion of this project.

1 Trial Duration
(Each mark represents one value within *1 S.D.)

FICURE 7 - STATOS V Display
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CHAPTER VIT. CONCLUSION

The characteristics of computer aided biomedical research have been ex-
amined in this report for the development of a multilevel computer system. It
was shown that the inclusion of capabilities for the experimenter to interact
with the experiment can lead to increased experimental performance; decisions
on experiment control and parameter selection can be made while the experiment
is in progress. The SEL facilities were investigated, and an application of
the multilevel computer system incorporating the SEL facilities 1is described
for an experiment in Human Factors research. Each step in the development of
the system has reduced the time delays between conceptualization, implementation,
and review of experimental results. The approach is general in scope, and should
find applications to other experimental research. In addition to experimental
research, applications for this procedure can also be found in continuous moni-
toring, such as chronic-patient monitoring. The systematic procedures described
will help prevent haphazard computer system growth, and lead to more efficient
operations.
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PUBLICATIONS

Based on the research activities for this project, three papers have been
published, as follows:

TITLE AND VENUE:

(1) "Confidence Estimation for Evoked Biopotentials Measurements"
Tourth Asilomar Conference on Circuits and Systems, November

18-20, 1970, Pacific Grove, California;

(2) "System Design Considerations for a Computer Application in

Electrophysiological Research' and

(3) '"Displays for an Interactive Experiment in Electrophysiological

Research".

Both at the IEE (London) Conference on the Applications of Com-
putcrs for Analysis and Control in Medical and Biological Re-

search, September T7-9, 1971, Sheffield, England.

'
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G. D. Patel, Research Assistant, Electrical Engineering, University of

Santa Clara.
L. J. Leifer, NASA/Ames Research Center.

C. H. Hsu, Research Assistant, Electrical Engineering, University of

Santa Clara.

S. P. Chan, Professor and Chairman, Department of Electrical Engineering
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PRECENTATTON :

G. D. Patel made lecture presentations at the conferences.
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APPENDIX

e

SUPPLEMENTARY DATA PROCESSING AND DISPLAY
f AT THE UNIVERSITY OF SANTA CLARA

A1, Introduction

This describes the elementary statistical testing and display of EEG data
from Dr. Leifer's experiments. In the laboratory, eleven channels of EEG are
continuously monitored while stimulus/response experiments are performed. Fi-
nite length segments from the EEG, with a marker to indicate the presentation
of stimulus, are digitized by the LINC-8 computer. This data is checked for
accuracy (conforming to timing formats) and accepted trials are grouped into
4 categories based on "astute" and "correct" combinations. Each set of trials
data is called a block and there may be 20-50 or more blocks in each group.
The trial period T is divided into 256 intervals (ti) corresponding to the

sampling intervals. Thus, the data is recorded as an amplitude vs. time series.
However, for convenience in paper printouts, the series is stored in a matrix
form, with 8 columns and 32 rows. An additional row and column provide index
numbering of the data matrix (for ease in locating data for a particular time
interval). IHeading each data matrix is a line of identifying information; the
printout of one block is shown in Fig. A-1.

A.2. Input Data Conversion

Before any calculations can be performed (at the University of Santa Clara,
IBM 1130 computer), a conversion is necessary. In the Human Information Pro-
cessing Laboratory at Ames/NASA Research Center, data are recorded in octo-deci-
mal form in a code scaled to include negative numbers as follows. Xach octal
digit can only represent numbers from O through 7, making the highest value
possible in four digits equal to TT7TT (octal). However, the data measurements
can have positive and negalive excursions of values not generally exceeding
3000 (octal). Hence, negative numbers are represented as their "8's comple-
ment", the sign is dropped, and the measurements with negative values will be
recorded as within 7777 - 4000 (in order of increasing negativity). Thus, at the
IBM 1130 computer, incoming data is first converted into true decimal {(with
sign and magnitude) form, and then subjected to the elementary statistical tests
described next.

A.3., Tests

At each of the 256 sample times (ti) in a block of data, the amplitude
(ai) of (that one channel) EEG data is obtained from the data matrix described

eagrlier. Let N ©be the number of biocks for one group (N is typically 20 - 50
blocks). Then the following calculations are made:
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(a) Average

(b) Standard Deviation

izl(ai -8y

i N

(c) Coefficient of Variation

o

. _1
c, = —
1 S,
1

(d) Number of data points within + 1 Standard Deviation of average value.

n, = Z k  where k = number of a; actually measured such that
iy ,
(a, ~a,) <a < (a, *+a,)

i i k i i

Data Formats are shown in A.L4 below and in conclusion, copies of graphical
displays on the CALCOMP plotter are obtained.

A.l. Data Formats

The input consists of a lengthy record of N Dblocks of time-serial dats,

~as shown on the next page. (Fig. A-1). In processing at Santa Clara, the

headers are removed, data from the N matrices is converted to true decimal;
and stored. Then the calculations are performed, and the results stored as
matrices for Average, Standard Deviation, etc. These calculated values can
be called out for display.

A.5. Displays

A copy of the typical display obtained on the Calcomp plotter is shown on
page 20,



TAPE DUMP OF BLOCK 010

WORD

0000
0010
0020

0030 .

00ko
0050
0060
0070
0100
0110
0120
0130
01Lo
0150
0160
0170
0200
0210
0220
0230
02ko
0250
0260
0270
0300
0310
0320
0330
0340
0350
0360
0370

+0

0010
0023
TT6h
0121
0110
0002
0112
00L7
0035
0016
0052
ooL2
0032
7756
0013
7752
0051
0222
TTTh
7730
T751
0026
TTTh
0002
0036
0105
0027
0053
0074
0051
0016
ookl

+1

0000
0oLk
0027
0105
0050
T763
0052
0027
0025
0005
0003
00L3
7760
7753
1775
0024
0055
0027
7777
7741

7706
000k

- TT55

0050
0027
005k
0013
0007
0102
00ko
00kL5
0034

+2

0000
00Tk
0021
0056
0065
0011
0073
764
0072
005k
0013
0014
7763
7752
T7h1
0021
0036
7752
T764
7725
7676
7753
7765
T776
0005
0022

+ 0032

0033
0051
0050
7757
0100

+3

0000
ooLL
oo}y ¢
0053
0111
TT67
7765
0071
0071
0060
0001

1757
7763
TT4S
TTT4
0012
7763
7764
0003
T71h
7711
0006
0051
0026
T776
0070
0032
011k
0036
0033
TTh1
0055

+4

0000
0115
0032
0075
0065
T767
0017
0115
TTTh
0015
0054
00k43
0002
7772
7777
TT6L
0007
7776
0017
7676
7707
0052
01k1
001k
TT67
0035
0031
0053
7757
0075
0003
ooLé

+5

0000
0062
0035
0135
0025
7722
0050
0043
0015
0003
0065
0050
0033
7763
7736
ookT
0032
0016
7777
7720
TT1k
005k
o00ok6
0005
ooko
0060
0103
0005
0017
0060

7777
006k

+6

0000
TT61
0075
01Tk
0025
7771
00kT
0034
0003
TT7h
00Tk
ookl
TTTh
TTh2
7737
0035
0025
0034
7750
7735
7755
0062
TT76

7775

0055
ookl
0022
0031
7776
0023
0024
0050

+7

0000
0012
0075
0166
7772
0030
0013
0062
0015
0021
0062
0033
7753
7742
7755
0055
0002
7766
7723
7723
7757
7773
7741
0056
0104
0100
0057
0060
00k6
001k
0027
7772

FIGURE A-1. Printout of & Typical Data Block (LINC-8)

2k .



L L L

.25

A

fah,e

2,1 22

32,1

A8

2,8

A8

2,8

A L8

2,8

32,8

A8

\

Calculations on these N matrices provide data compression, resulting in
the following blocks:

Average

Standard Deviation

‘

AN

"1,1 1,2
Bo1 Papo
51,1 51,2 51,8
S2,1 S22 55,8
,51,1 2,2 a1,8 32,8
a2,1 a2,2 52,8
E32,1 a32,2 E32,8

n1’8
%> 8

30,8

Number counted (data within Average + 1 Standard Deviation.)

FIGURE A-2. Data Processing Summary

-
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